Sentiment Analysis on Movie Reviews Using Information Gain and K-Nearest Neighbor
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Abstract

Huge resources need effectiveness and efficiency, it can be processed by machine learning. There have been many studies conducted using machine learning method and produced quite good performance in sentiment analysis. This is because machine learning helps determine the probability of sentiment analysis of data quite well, for instance Naive Bayes (NB), K-nearest neighbor (KNN), Support vector machine (SVM), and Random forest methods. Mostly, KNN did not achieve better performance than other machine learning methods in sentiment analysis. In this study, the dataset Polarity v2.0 from Cornell movie review dataset will be used to test KNN with Information gain features selection in order to achieve good performance. The purpose of this research are to find the optimum K for KNN and compare KNN with other methods. KNN with the help of Information gain feature selection becomes the best performance method with 96.8% accuracy compared to the NB, SVM, and Random forest while the optimum K is 3.
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I. INTRODUCTION

Movie is a visual art that continues to grow and multiply from year to year. Through movie review, viewers can find out which films have a good quality. The higher number of films produced will make many reviews being produced. It will need much effort for viewers to read a lot of movie reviews, so they can get an information about the movie. Based on this condition, sentiment analysis in movie reviews is an interesting topic to be solved by machine learning. Machine learning can help in terms of effectiveness and efficiency, because it will automatically classify and shorten the processing time [1].

Many research about sentiment have been done with machine learning, for instance sentiment analysis of cyberbullying on Instagram user comments by Naive Bayes [23], analysis sentiment for product review by Naive Bayes [22] and many more. In this research, machine learning method that will be used is K-nearest neighbor (KNN). KNN is a simple method in machine learning, but this method have a bad performance with noise features [2]. Even though KNN have a bad performance, some research showed that KNN can intensify the ability of speech recognition to help people learn reciting Al-Quran in the right way despite KNN still need to be observe to determine attributes and that attributes will be used to determine the distance [21]. The performance of KNN can be better by using a good feature selection. Information gain is one of the best feature selection [3] because it can reduce noise features better than other feature selections [5]. Also another research have showed that information gain can work well in various kinds of data including multi-label data [20]. So, information gain can helps KNN to avoid bad performance with good features. Therefore, the combination of KNN and information gain can help the viewers to get the information about movie. In this paper, KNN is used to classify movie reviews into positive or negative review.

This research use polarity v.2.0 from Cornell review dataset [12] with total 1000 documents of negative reviews and 1000 documents of positive reviews in English language. The structure of this paper is as follows in section 2 is related work, section 3 is methodology, section 4 is system design, and section 5 is evaluation.
II. RELATED WORK

Machine learning helps in organizing information better [8]. Therefore, machine learning methods are widely used to solved sentiment analysis problems. Sentiment analysis research using machine learning by Pang et al. proved that machine learning achieves better performance than humans [4]. Because of this, more research is done by using machine learning in sentiment analysis.

Support vector machine (SVM) got the best performance compared to Naive bayes (NB), K-nearest neighbor (KNN), and Decision tree at 81.75% in 1000 positive datasets and 1000 negative datasets for detecting fake reviews [16]. But in this study, SVM required the longest computing time compared to other methods. On the other hand, the sentiment analysis of Nepali language using Naive bayes (NB) achieved a better performance at 60.6% with TF-IDF feature extraction compared to SVM and Logistic regression methods with the same feature extraction in the dataset of 384 reviews [17]. However, in this study NB performance decreases when the size of corpus also decreases. So, in order for NB to achieve good performance, a large number of training data are needed. Random forest (RF) achieves an average performance of 83.16% above SVM, NB, and KNN [18]. However, the weakness of RF method is easy to over fits during training [19].

Based on the approaches previous researches on sentiment analysis using machine learning, the machine learning have a good performances but it take much time to process the model in order to fits the data train [9]. To shorten the time they used, a combination between machine learning and feature selection methods is needed. Besides that, feature selection can improve machine learning performance [10].

Abdul Samad Hasan Basari used machine learning and swarm intelligence method for sentiment analysis [6]. In that research, Particle swarm optimization (PSO) is needed to improve the parameters used in SVM and this research achieves an accuracy of 77%. Another research conducted by Tim O’Keefe and Irena Koprinska shows that SVM achieve an accuracy of 87.15% with the Proportional difference feature selection method [7]. Moreover, Songbo Tan and Jin Zhang research shows that machine learning achieves better performance with feature selection [5]. In that research, Information gain (IG) is a better feature selection than Mutual information (MI), CHI, and Document frequency (DF). Pascal Soucy and Guy W. Mineau showed that KNN had a good performance when the number of features were reduced, even with these conditions KNN has a better performance than NB [11]. From the previous work, the author concludes that machine learning requires the help of other methods to maximize processing features to achieve better performance. Based on previous research, SVM, NB, and RF methods have good performance [16, 17, 18]. In other hand, KNN achieves lower performance than SVM, NB and RF. Hence, the author would like to use KNN with the help of IG to improve its performance and compare the result to SVM, NB and RF.

III. RESEARCH METHOD

1) Information gain

Information gain in machine learning is used to select features that have good relevance. Features with Information gain values below the threshold will be deleted [13]. Information gain will measure the level of relevance of features in a class. A Good feature is a feature that has high relevance to certain classes [3].

In (1) it can be seen that $Y$ is a class, $X$ is an attribute, $\text{values}(X)$ shows the amount of data that contains attribute $X$, and $|Y_v|$ denotes the amount of data with class $v$, in this case $v$ consists of positive and negative class. $|Y|$ is the amount of data in the positive class and the negative class. Entropy ($Y$) is the entropy of class $Y$. Entropy is the level of importance of attributes to a class.

$$GAIN (Y, X) = \text{Entropy}(Y) - \sum_{v \in \text{Values}(X)} \frac{|Y_v|}{|Y|} \times \text{Entropy} (Y_v)$$

$$\text{Entropy} (Y) = \sum_{v} c_\nu - p_\nu \log_2 p_\nu$$

$c$ is the number of classes. $p_\nu$ is the ratio between the amount of data with class $v$ to the overall amount of data.

The dataset used in this study has a balanced number of classes between positive and negative classes. So, the simplification of the formula can be done and it can be seen in (3)
\[ GAIN (Y, X) = 1 - \sum_{v \in \text{Values}(X)} \frac{|Y_v|}{|Y|} \times \text{Entropy} (Y_v) \] (3)

2) K-nearest neighbor
K-nearest neighbor or commonly abbreviated as KNN is a distance-based classifier [11]. Generally, KNN calculates the distance of one test data with all existing data train using Euclidean distance. The formula for Euclidean distance equation can be seen in (4)

\[ \text{dist} = \sqrt{\sum_{i=1}^{d} |T_e_i - T_r_i|^2} \] (4)

d is the number of dimensions or features, Te_i is feature i in data test and Tr_i is feature i in data train [14].

In this research the author will use Euclidean distance. The process after calculate the distance for each data train is voting. Voting aims to determine the class or label of a data test. Voting is done by taking as much as K-nearest distance and count how many of each class is contain. If the results of voting are more positive classes, then the data tested is a positive class and vice versa. The disadvantage of KNN is one need to determine the right K for all data test and data train that are not overfitted (only good for training data). While the advantages of the method are the concept is easy to understand and effective on large training data [11].

IV. DESIGN SYSTEM

The dataset will go through preprocessing. The results from preprocessing will be selected and extracted the dataset to get a best features. Then, the best features will be used to classify data. The results of the classification will be evaluated to determine the performance of the method used.
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Figure 1 shows the processes of proposed sentiment analysis system. The first process is to prepare the dataset into Information Gain Based Dictionary is by preprocessing the dataset to get a structured dataset and continued with Information Gain to reduce unimportant features. Feature in Information Gain Based Dictionary will be constructed by TF-IDF for feature extraction process. K-nearest neighbor will be used after all the preprocessing, feature selection and feature extraction are done.
1) **Preprocessing**

Preprocessing will transform previously unstructured dataset into structured form. The purpose of converting data into structured form so that dataset can be processed. The dataset will go through the tokenization process. In the tokenization process, each review test will be divided into sequence of words. Next, each word will go through a lowercase process to equalize the structure of each word. Then, a non-alphabetic removal process is carried out. Non-alphabetic removal process contains stopword removal process and punctuation removal process. The last process is stemming for simplify the word with affixes. Stemming may results the words that are not in dictionary, but the purpose of stemming is to bring variant forms of a word together and not to map a word onto its paradigm form. So, we need to add additional rule that might be included after stemming is done to calculate the relevance of the features to be used as sentiment analysis features such like feature selection and feature extraction. The result of this preprocessing process is a unique word dictionary and will be used as features.

2) **Feature selection and feature extraction**

The selection feature method used is Information gain. Information gain is a method that shows the importance of a feature to a class. In this paper, threshold for IG value divided into 5 which is greater than 0.1, 0.2, 0.3, 0.4 and 0.5.

After going through the feature selection process, the features will enter the feature extraction process. There are 3 types of feature extraction which is probabilistic, geometric, and logic. In this study, the selected extraction feature is a geometric type because the classification method used is K-nearest neighbor (KNN) which is a type of geometric classification. The selected geometric type is Term frequency Inverse document frequency (TF-IDF) so the result will be fewer than TF or IDF method. TF-IDF formula can be seen in 5

\[
TFIDF_a = TF_a \times \log \left( \frac{|N|}{|DF_a|} \right)
\]  

Term frequency (TF) is the number occurrences of words in a document. N is the total number of dataset. DF is number of documents containing related features [15], and a is attribute being weighted. The words that have gone through the preprocessing will be weighted using the TFIDF formula. The end result of this feature extraction process is unique words that have been weighted.

3) **K-nearest neighbor**

At the classification stage, the K-nearest neighbor classification method will be selected. Before the classification process, the best features have been selected from preprocessing, extraction features and selection features. The distance calculation based on TF-IDF is done using Euclidean distance. The best K on KNN will be searched by 10-fold Cross validation. K-closest distance will be voted. Most results will be the class of the data being tested.

4) **Testing**

On this research there are 2 tests. In the first test, KNN without Information gain feature selection performance will be compared to NB, SVM and RF which also without Information gain feature selection. In the second test, KNN with Information gain feature selection performance will be compared to NB, SVM and RF which also with Information gain feature selection. In second test, the threshold for IG divided into 5 which is greater than 0.1, 0.2, 0.3, 0.4 and 0.5. In the SVM method, the Polynomial kernel will be tested. Whereas in KNN method, testing will be carried out with the values of K based on the highest average accuracy from IG threshold. The RF method that will be used in this study will generate 500 trees. RF method always uses the feature selection, in this case when RF does not use the IG feature selection, RF will use Gini impurity feature selection. 10 fold Cross validation will be used to know the performance of each method.
V. RESULT AND DISCUSSION

In this study, the dataset used is polarity dataset v2.0. This dataset consists of 2000 movie reviews with 1000 positive reviews and 1000 negative reviews.

The purpose of this paper are to find the optimal K for KNN based on IG threshold, and to find the best IG threshold. Threshold has a function to get the feature that have higher relevance to a class. In Table 1 shows that the highest average accuracy is K = 3 with average accuracy equal to 83.45%. The higher K for KNN, the lower average accuracy that KNN will get. It’s because only the 3 closest data train will define the class for the data being tested.

<table>
<thead>
<tr>
<th>IG threshold</th>
<th>K=3</th>
<th>K=5</th>
<th>K=7</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>61.55</td>
<td>57.10</td>
<td>56.45</td>
</tr>
<tr>
<td>0.2</td>
<td>65.95</td>
<td>57.70</td>
<td>54.05</td>
</tr>
<tr>
<td>0.3</td>
<td>96.15</td>
<td>96.20</td>
<td>96.25</td>
</tr>
<tr>
<td>0.4</td>
<td>96.80</td>
<td>96.80</td>
<td>96.80</td>
</tr>
<tr>
<td>0.5</td>
<td>96.80</td>
<td>96.80</td>
<td>96.80</td>
</tr>
<tr>
<td>Average</td>
<td>83.45</td>
<td>80.92</td>
<td>80.07</td>
</tr>
</tbody>
</table>

After finding the optimal K for KNN, KNN will be compared to SVM, NB and RF. The cases are divided into 2. First is KNN with K = 3 will be compared to SVM, NB and RF without IG while the other case is with IG. In Figure 2 shows that KNN with threshold of 0.4 and 0.5 have the highest accuracy with 96.8%. SVM without IG got the lowest accuracy with 50.05% and SVM has the lowest accuracy than other method. On the other hand, NB has the highest average accuracy than the other methods. RF has a stable performance around 80%.

![Fig. 2. Comparison accuracy of machine learning methods with and without Information gain.](image)

All the methods use the same type of feature. IG with threshold 0.1, 0.2, 0.3, 0.4 and 0.5 can improve SVM performance. It can be seen in the Figure 2, the highest accuracy SVM with IG or without IG is when the threshold of IG is equal to 0.1 and the lowest accuracy SVM with IG is when the threshold of IG is equal to 0.5. It is because the higher value of threshold the less feature will be selected. However, the reason for this also the quality of term dataset like SVM need clearly to be separable and it is hard for SVM to build a model if the feature clearly not linearly separable. The highest accuracy of NB is when the threshold of IG is equal to 0.3. NB accuracy always going up until the threshold is equal to 0.3, but going down when threshold more than 0.3. It shows that the best variety of features to classify is when the threshold equal to 0.3. It is because NB method is quite stable in the 0.1 to 0.5 threshold it shows that information gain can choose a best feature for NB to calculate the probability of the
Sentiment analysis on movie reviews using Information gain and K-nearest neighbor feature. K in table 1 means the amount of nearby features used to classify data test. KNN got the highest accuracy with 96.8% than the other methods. It can be seen in Figure 2, KNN accuracy always get better if the threshold going up. The higher value of threshold, the less feature will be selected. It is show that KNN has a better accuracy when using high relevance features. In this research, feature selection is a part of process in RF, so we can not cut the features selection process of RF. In this research, Gini Impurity as a feature selection is used as feature selection only for RF when the author try to remove information gain selection feature in all machine learning method that used in this research. This condition resulted not having a features selection make it worse for other classifiers except random forest. Also every classifiers have different threshold because every method have different technique in building a classification model.

VI. CONCLUSION

It can be concluded that the best K for KNN is equal to 3 for Polarity v2.0 dataset. KNN has been be compared to another machine learning method such as NB, SVM and RF. Comparison between KNN, NB, SVM and RF without IG and with IG were done by using 10 fold Cross validation to know the performance.

Without feature selection KNN only achieved the performance equal to 60% with a value of K=3. After using Information gain, KNN has a better performance which also the highest performance compared to other methods with 96.8% at K=3. It can be concluded that the reduction of irrelevant features has a greater effect on KNN method than other methods. Feature selection with IG improve all machine learning methods performance. It’s because IG can reduce features that are less relevant to the class. Although KNN only compared the distance between an object to the others, but KNN result can be more better than the other because the performance of KNN is based on good features and the appropriate amount of features. Processing features such as information gain that succeed in reducing unnecessary features is needed to get features with a good amount and quality of features. However, the results of the comparison of machine learning may differ in the case of different datasets. For further research, author recommend to find the optimal threshold by a method. It’s because in this paper the optimal threshold is set manually.
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